
Abstract. The purpose of this paper is to understand in more detail the shape of the eigenvectors

of the random Schrödinger operator H = ∆ + V on `2(Z). Here ∆ is the discrete Laplacian and

V is a random potential. It is well known that under certain assumptions on V the spectrum of

this operator is pure point and its eigenvectors are exponentially localized; a phenomenon known

as Anderson Localization. We restrict the operator to Zn and consider the critical model,

(Hnψ)` = ψ`−1,n + ψ`+1,n + v`,nψ`, ψ0 = ψn+1 = 0,

with vk = σωk/
√
n and ωk independent random variables with mean 0 and variance 1. We

characterize the scaling limit of the shape of a uniformly chosen eigenvector of Hn. We show that

it converges in law to

exp

(
−
|t− u|

4
+
B|t−u|√

2

)
on [0, 1]. Here u is uniform on [0, 1] and Bt is an independent two sided Brownian motion started

form 0.

1. Introduction

We consider the critical model of one-dimensional discrete random Schrödinger operators given

by the matrix

Hn =



v1,n 1

1 v2,n 1

1
. . .

. . .

. . .
. . . 1

1 vn−1,n 1

1 vn,n


(1.1) {shrod1dmatrix}

where

vk,n = σωk/
√
n. (1.2)

Here ωk are independent random variables with mean 0, variance 1 and bounded third absolute

moment.

If there is no noise (i.e. σ = 0) then the eigenvalues µk and eigenvectors ψk of Hn are given by

µk = 2 cos(πk/(n+ 1)),

ψk(`) = sin(πk`/(n+ 1)).

The asymptotic density near E ∈ (−2, 2) is given by the arcsin law, ρ
2π with

ρ = ρ(E) =
1√

1− E2/4
1|E|<2. (1.3) {defrho}

1
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The fact that the eigenvectors of Hn are delocalized was shown in [KVV12]. Building on the

framework developed in that paper, here we focus on actual scaling limits of the eigenvectors of

Hn. The eigenvectors are highly oscillatory and so we focus on their induced L2 measure. For µ an

eigenvalue of Hn and ψµ the corresponding normalized eigenvector (
∑n
`=1 |ψµ(`)|2 = 1), we consider

the measure on [0, 1] whose density is

|ψµ (bntc)|2 dt.

We let M([0, 1]) be the space of finite measures on [0, 1] with the weak topology. By this we mean

that µn → µ if
∫
fdµn →

∫
fdµ for every f ∈ Cb([0, 1],R).

Our main result is a statement about the joint convergence in law of the pairs(
µ, |ψµ (bntc)|2 dt

)
∈ R×M[0, 1]

when we pick µ uniformly at random from the eigenvalues of Hn.
{global_evector}

Theorem 1.1. Let B be a standard two-sided Brownian motion started from 0 and take

S(t) = exp

(
Bt√

2
− |t|

4

)
.

Pick µ uniformly from the eigenvalues of Hn and let ψµ be the corresponding normalized eigenvector.

Then letting τ(E) = (σρ(E))2,(
µ, n |ψµ (bntc)|2 dt

)
⇒

(
E,

S
(
τ(t− u)

)
dt∫ 1

0
ds S (τ(s− u))

)
,

where E is distributed according to the arcsin law and u is an independent uniform from [0, 1].

The proof relies on the scaling limit of the transfer matrix framework for this problem that was

developed in [KVV12]. The organization of this paper is the following. In section 2 we explain

the transfer matrix framework along with the main theorem of [KVV12] along with our slight

modification. In Section 3, we give a local version of Theorem 1.1. And finally in Section 4 we show

how this local result gives the proof of the main theorem.

2. Transfer Matrix{TransferMatrix}

[KVV12] showed that the transfer matrix framework has a limiting evolution; it is this limiting

object that enabled them to characterize the limiting eigenvalue process. Our main technical result

is a slight strengthening of the convergence in that theorem. Our analysis will make use of this

convergence and the correspondence between eigenvectors and transfer matrices. In order to state

that theorem we first introduce the transfer matrix description of the spectral problem for Hn.

We can write the eigenvalue equation Hnψ = µψ or

ψ(`− 1) + v`,nψ(`) + ψ(`+ 1) = µψ(`),

as the recursion ψ(`+ 1) = (µ− v`,n)ψ(`)− ψ(`− 1) with µ an eigenvalue of Hn when ψ(0) = 0 =

ψ(n+ 1). We write this as,(
ψ(`+ 1)

ψ(`)

)
= T (µ− v`,n)

(
ψ(`)

ψ(`− 1)

)
= Mµ

n (`)

(
ψ1

ψ0

)
, (2.1){txmat_form}
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where

T (x) :=

(
x −1

1 0

)
and Mn(µ, `) := T (µ− v`,n)T (µ− v`−1,n) · · ·T (µ− v1,n).

Then µ is an eigenvalue of Hn if and only if

Mn(µ, n)

(
1

0

)
= c

(
0

1

)
, (2.2) {ev_cond}

for some c ∈ R or, equivalently (Mn(µ, n))11 = 0. Moreover, notice that the corresponding normal-

ized eigenvector ψµ is given by

ψµ(`) =
mµ
n(`− 1)√∑n
k=1 |m

µ
n(k)|2

, ` = 1, . . . , n, (2.3) {evector_condn}

where we have written mµ
n(`) = (Mn(µ, `))11.

For local analysis in view of (1.3) we parametrize µ = E + λ
ρ(E)n . We will use the notation

Mn,E(λ, `) to emphasize dependence on λ and E, and use the similar notation for other quantities.

Sometimes we will drop E from our notation and when we do so we are implicity assuming that

there is a fixed E ∈ (−2, 2) in the background. Setting

ε`,n =
λ

ρn
− σω`√

n
, (2.4) {epsn}

we have

Mn,E(λ, `) = T (E + ε`,n)T (E + ε`−1,n) · · ·T (E + ε1,n) for 0 ≤ ` ≤ n. (2.5) {Mn}

As T (E+ε`,n) is a perturbation of T (E), we follow the evolution in the coordinates that diagonalize

T (E). For |E| < 2, we can write T (E) = ZDZ−1 with

D =

(
z 0

0 z

)
, Z =

iρ(E)

2

(
z z

1 1

)
, z = E/2 + i

√
1− (E/2)2. (2.6) {zdef}

From this we can see that for |E| < 2, Mn,E(λ, `) is a perturbation of the rotation matrix D` and

so we cannot hope for a limiting process. However, if we regularize the evolution by undoing the

rotation and consider instead

Qn,E(λ, `) = T−`(E)Mn,E(λ, `), (2.7) {reg_transfer}

then we have the the following scaling limit from [KVV12].
{DiffusionTransfer}

Theorem 2.1. Assume 0 < |E| < 2. Let B(t),B2(t),B3(t) be independent standard Brownian

motions in R, W(t) = 1√
2
(B2(t) + iB3(t)). Then the stochastic differential equation

dQ(λ, t) =
1

2
Z

((
iλ 0

0 −iλ

)
dt+

(
idB dW
dW −idB

))
Z−1Q(λ, t), Q(λ, 0) = I (2.8) {LimitingTransfer}

has a unique strong solution Q(λ, t) : λ ∈ C , t ≥ 0, which is analytic in λ.
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Moreover, let τ = (σρ(E))
2
, then(

Qn,E

(
λ, bnt/τc

)
, 0 ≤ t ≤ τ

)
⇒ (Q(λ/τ, t), 0 ≤ t ≤ τ),

in the sense of finite dimensional distributions for λ and uniformly in t. Moreover, the random

analytic functions Qn,E(λ, t) converge in law to Q(λ/τ, t) with respect to the local uniform topology

on C× [0, τ ].

Remark 2.1. The main part of this theorem is proven in [KVV12]. The work we have done here

is to strengthen the tightness argument which allows us to get convergence in law with respect to the

local uniform topology on C × [0, τ ]. The extra tightness argument along with how this implies the

result is in Section 5.

3. Local Limits of Eigenvalue-Eigenvector Pairs{LocalConvergence}

In this section we prove a local version of Theorem 1.1. We will zoom in on the eigenvalue point

process around a fixed 0 < |E| < 2. From Equation (1.3) we see that the eigenvalue spacings near

E are like 1/(nρ(E)) and so we consider the operator nρ(E)(Hn−E) and its eigenvalues Λn,E . Our

local result is about the joint convergence of eigenvalue, eigenvectors pairs of this scaled operator.

As with our global limit we consider the induced L2 measure on [0, τ ] coming from the eigenvector

since it is otherwise too irregular to have a scaling limit. We think of these pairs as a point process

on X = R×M[0, τ ],

Pn,E =
{(
nρ(E)(µ− E) + θ,

n

τ
|ψµ(bnt/τc)|2 dt

)
: µ an eigenvalue of Hn

}
.

With the usual product topology X is a complete, separable metric space. Let M(X) be the set

of locally finite measures on X with the local weak topology. In other words, we say µn ∈ M(X)

converges to µ ∈M(X) if for every continuous function f : X → R with compact support,
∫
fdµn →∫

ψdµ. A random measure onM(X) is a measurable map ω → µ ∈M(X), with the Borel σ-algebra

on M(X). By the point process Pn,E we mean the random measure in M(X) given by the sum

of the delta masses corresponding to points in the set. And by convergence in law of a sequence of

point processes on X we mean the usual notion of weak convergence of the corresponding random

measures on M(X).

{local_evector}
Theorem 3.1. Fix 0 < |E| < 2 and take τ = τ(E) = (σρ(E))2. Let θ be uniform on [0, 2π]. Then,

the point process on R×M[0, τ ]{(
nρ(E)(µ− E) + θ,

n

τ
|ψµ(bnt/τc)|2 dt

)
: µ an eigenvalue of Hn

}
converges in law to a point process PE.

Moreover, for t ∈ R, let

S(t) = exp
(
Zt/
√

2− |t| /4
)
,
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where Z is a two sided Brownian motion started from 0.

And define a measure µE on X such that for every F ∈ Cb (R×M[0, τ ]),∫
F (λ, ν) dµE(λ, ν) =

1

2π

∫
dλEF

(
λ,

S(t− u)dt∫ 1

0
ds S(s− u)

)
,

with u independent, uniform on [0, τ ]. Then the intensity measure of PE is µE.

Remark 3.2. We note that [KVV12] proved the convergence of the local eigenvalue point process

and characterized the limit. Our result is an extension to the eigenvalue-eigenvector pairs.

The proof of weak convergence proceeds in the usual steps. We first show subsequential con-

vergence and then that the limit does not depend on the subsequence. We calculate the intensity

measure in a separate lemma.

In order to characterize the limiting point process, we introduce two limiting random processes.

Note that for 0 < |E| < 2, for any a, b ∈ R2 we have

Z−1

(
a

b

)
=

(
i(a− bz)
i(a− bz).

)
,

So Z−1 maps real vectors to vectors with conjugate entries. Since for λ ∈ R the transfer matrix

Qn,E(λ, `) is real valued the process Q(λ, t) will also be real valued. Therefore, we can write for

λ ∈ R, (
iqλ(t)

iqλ(t)

)
:= Z−1Q(λ, t)

(
1

0

)
(3.1) {Qtoq}

for some complex numbers qλ(t) where qλ(0) = 1 (the extra i in the above definition makes this and

some upcoming formulas nicer). We will show that qλ determines both the limiting eigenvalue point

process and the limiting eigenvector shape. It will be useful to write q = reiθ in its polar coordinates

and so we make the following definition/lemma.
{SDErtheta}

Lemma 3.3. For λ ∈ R, we define θλ(t) := 2 arg qλ(t) and rλ(t) := ln
∣∣qλ(t)

∣∣2. Then r and θ are

well defined and uniquely satisfy the following stochastic differential equations,

dθλ(t) = λdt+ dB + Im
[
e−iθ

λ(t)dW
]
, θλ(0) = 0 (3.2)

drλ(t) =
dt

4
+ Re

[
e−iθ

λ(t)dW
]
, rλ(0) = 0. (3.3)

coupled together for all values of λ ∈ R where B and W are standard real and complex Brownian

motions.

Moreover θλ(t) is almost surely real analytic in λ and φλ(t) := ∂θλ(t)
∂λ satisfies the SDE

dφλ(t) = dt− Re(e−iφ
λ(t)dW)φλ(t).

Our first step in proving Theorem 3.1 is to show convergence in law along subsequences.
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{subseq_convergence}
Lemma 3.4. Fix 0 < |E| < 2. For λ ∈ R, let mλ

n, qλ be measures on [0, τ ] with densities

dmλ
n(t) =

∣∣∣((2/ρ(E))Mn,E (λ, bnt/τc)
)

11

∣∣∣2 dt,
dqλ(t) =

∣∣qλ(t)
∣∣2 dt.

Suppose that nj is a subsequence along which z(E)nj → z̃. Then, in law,{(
λ,mλ

n

)
: λ ∈ Λnj ,E

}
⇒
{(
λ, 2qλ/τ

)
: λ ∈ Schφ̃τ

}
where,

Schφ̃τ =
{
λ ∈ R : θ(λ/τ, τ) ∈ 2πZ + 2φ̃

}
and φ̃ = arg(z − z̃).

The next lemma shows that the distribution of the limit does not depend on the subsequence.
{subseq_dist}

Lemma 3.5. Fix τ > 0 and u uniform in [0, 2π]. Then for any φ ∈ R,{(
λ+ u, qλ/τ

)
: λ ∈ Schφτ

}
=d
{(
λ, qλ/τ

)
: λ ∈ Sch∗τ

}
.

And finally we need the following lemma to help calculate the intensity measure of the limiting

point process.
{intensity_measure}

Lemma 3.6. For every G ∈ Cb (R× C[0, τ ]),

E
∑

λ∈Sch∗τ

G(λ, qλ/τ ) =
1

2π

∫
dλE

[
G

(
λ, exp

(
B√
2

+
fu

2

))]
,

with B a standard Brownian motion started at zero, u independent, uniform on [0, τ ], and fu(t) =
1
2 (u− |u− t|).

The above three lemmas give the proof of Theorem 3.1.

Proof of Theorem 3.1. Lemma 3.4 gives that along a subsequence nj such that znj converges to z̃,

we have that {(
λ+ u,mλ

n

)
: λ ∈ Λnj ,E

}
⇒
{(
λ+ u, 2qλ/τ

)
: λ ∈ Schφ̃τ

}}
=d
{(
λ, 2qλ/τ

)
: λ ∈ Sch∗τ

}
with the equality following by Lemma 3.5. Since from any subsequence we can extract a further

subsequence nj such that znj converges, this gives that{(
λ+ u,mλ

n

)
: λ ∈ Λnj ,E

}
⇒
{(
λ, 2qλ/τ

)
: λ ∈ Sch∗τ

}
.

Now recall that for λ ∈ Λn,E , λ = nρ(E)(µ − E) for µ an eigenvalue of Hn and the corresponding

normalized eigenvector is

ψµ(`) =
(Mn,E(λ, `))11√∑n
k=1

∣∣(Mn,E(λ, k))11

∣∣2 , ` = 1, . . . , n.
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And so since dmλ
n(t) =

∣∣∣((ρ/2)Mn,E(λ, (bnt/τc)
)

11

∣∣∣2 dt,
n

τ
|ψµ(bnt/τc)|2 dt =

dmλ
n(t)

mλ
n[0, τ ]

.

Since the function fromM[0, 1] to itself given by µ 7→ µ/µ[0, 1] is continuous except at zero and the

probability that mλ
n ≡ 0 is zero, this gives the convergence in law,{(

nρ(E)(µ−E)+θ,
n

τ
|ψµ(bnt/τc)|2 dt

)
: µ an eigenvalue of Hn

}
⇒
{(

λ,
qλ/τ

qλ/τ ([0, τ ])

)
: λ ∈ Schφ̃τ

}
Now note that,

exp(Bt + 1
2 (u− |u− t|))∫ τ

0
ds exp

(
Bt + 1

2 (u− |u− t|)
) =d exp (Zt−u − |u− t|/2)∫

exp (Zs−u − |u− s|/2)
,

as processes on [0, τ ], where B is a standard Brownian motion while Z is a two sided Brownian

motion started from zero. And so from Lemma 3.6, we have the intensity measure of the limiting

point process. �

We now present the proofs of the three lemmas of this section.
{local_evector_proof}

Proof of Lemma 3.4. We are trying to show convergence in law of random point measures on X =

R ×M[0, τ ]. In other words, we want to show that µnj =
∑
λ∈Λnj,E

δ(λ)δ(mλ
nj ) converges in law

to µ =
∑
λ∈Schφ̃τ

δ(λ)δ(qλ/τ ) with respect to the local weak topology. By the general theory of point

processes (see Proposition 11.1.VIII, [DVJ03]) it suffices to show that for any h ∈ Cc(X,R), the real

valued random variables
∫
hdµnj converge in law to

∫
hdµ.

First, for all w ∈ C, we let

Fn(w, t) :=

(
F 1
n(w, t)

F 2
n(w, t)

)
:= Z−1Qn,E(w, bnt/τc)

(
1

0

)
,

F (w, t) :=

(
F 1(w, t)

F 2(w, t)

)
:= Z−1Q(w, t)

(
1

0

)
.

By Lemma 2.1 we have that Qn(w, bnt/τc) converges in law with respect to the local uniform

topology on C × [0, τ ] (see Section 5) to Q(w/τ, t). Since Z is a deterministic transform, we also

have that Fn(w, t) converges in law to F (w/τ, t). We first show that µn is determined by Fn while

µ is determined by F .

Recall that we defined

Qn,E(w, `) = T−`(E)Mn,E(w, `),

and so

2

ρ(E)
(Mn,E(w, bnt/τc))11 =

(
1 0

)( 2

ρ(E)
Z

)
Dbnt/τcZ−1Qn,E(w, bnt/τc)

(
1

0

)
(3.4)

= zbnt/τc−1F 1
n(w, t) + zbnt/τc−1F 2

n(w, t), . (3.5) {evector_transform}

In other words mλ
n is a function of Fn. Moreover, for λ ∈ R, we have by Equation (3.1) that

2
∣∣qλ(t)

∣∣2 =
∣∣F 1(λ, t)

∣∣2 +
∣∣F 2(λ, t)

∣∣2 and so qλ is a function of F .
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Moreover, Λn,E = {w ∈ R : mn(w, τ) = 0}, which again is determined by Fn. And in fact,

(2/ρ)mnj (w, τ) converges in law to

m̃(w) := lim
nj→∞

znj−1F 1
nj (w, t) + znj−1F 2

n(w, t)

:= z̃zF 1(w/τ, τ) + z̃zF 2(w/τ, τ).

And now notice that for λ ∈ R, by Equation (3.1)

m̃(λ, τ) = 0 ⇐⇒ z̃ziq(λ/τ, τ) + z̃ziq(λ/τ, τ) = 0 ⇐⇒ arg q(λ/τ, τ) + arg(z̃ − z) +
π

2
= 0.

In other words Schφτ is the zero set of m̃, which is determined by F .

We have shown that
∫
hdµn is a measurable function of Fn while

∫
hdµ is a measurable function

of F . Since Fn converges in law to F , the continuous mapping theorem (eg. [Kal02], Theorem 3.27)

allows us to remove the randomness from the problem. We may assume that Fn converges to F in

the local uniform topology and simply show that this implies that
∫
hdµnj converges to

∫
hdµ. We

may also assume that h = h1 · h2, with h1 ∈ Cc(C) and h2 ∈ C(M[0, τ ]),

First notice that if λn → λ ∈ R, then as measures on [0, τ ], mλn
n converges weakly to qλ/τ (and

so h2(mλn
n ) converges to h2(qλ/τ )). Take u ∈ C[0, τ ], then∫

u dmλn
n =

∫ τ

0

u(t)
∣∣∣zbnt/τcF 1

n(λn, t) + zbnt/τcF 2
n(λn, t)

∣∣∣2 dt.
Expanding the absolute value, noting that Fn(λn, t) converge uniformly on [0, τ ] to F (λ/τ, t), and

applying Lemma (7.1) gives that

lim
n

∫
u dmλn

n =

∫ τ

0

u(t)
(∣∣F 1(λ/τ, t)

∣∣2 +
∣∣F 2(λ/τ, t)

∣∣2) dt
=

∫ τ

0

u(t) dqλ/τ (t).

Moreover since Fn converges to F and znj converges to z̃, the analytic functions on C, mnj (w, τ)

converge in the local uniform topology to m̃(w/τ). By Hurwitz’s theorem this gives that the zeros

of these functions converge pointwise. And the real valued zeros converge to real valued zeros. And

so,

lim
nj

∑
λ∈R:mnj (λ,τ)=0

h1(λ)h2(mλ
nj ) =

∑
λ∈R:m̃(λ/τ)=0

h1(λ)h2(qλ/τ ),

which completes the proof. �

Proof of Lemma 3.5. Recall that rλ = ln
∣∣qλ∣∣2. It therefore suffices to show that{(

λ+ u, rλ/τ
)

: λ ∈ Schφτ

}
=d
{(
λ, rλ/τ

)
: λ ∈ Sch∗τ

}
We first show that for u ∈ R fixed,{

λ+ u, rλ/τ
}
λ∈Schφτ

=d
{
λ, rλ/τ

}
λ∈Schφ+uτ
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Recall the SDEs from Lemma 3.3,

dθλ = λdt+ dB + Im
[
e−iθ

λ(t)dW
]
, θλ(0) = 0 (3.6){SDE1}

drλ =
dt

4
+ Re

[
e−iθ

λ(t)dW
]
, rλ(0) = 0. (3.7){SDE2}

coupled together for all values of λ ∈ R where B and W are standard real and complex Brownian

motions. We let θ̃λ(t) := θλ−u/τ (t)+(u/τ)t and r̃λ(t) := rλ−u/τ (t) and notice that θ̃λ and r̃λ jointly

solve Equations (3.6) and (3.7).

And so, since θ(λ−u)/τ (τ) = θ̃ λ/τ (τ)− u,

Schφτ + u = {λ : θ(λ−u)/τ (τ) ∈ 2πZ + φ}

= {λ : θ̃ λ/τ (τ)− u ∈ 2πZ + φ}.

Therefore {(
λ+ u, r λ/τ

)
: λ ∈ Schφτ

}
=
{(
λ, r(λ−u)/τ

)
: λ ∈ Schφτ + u

}
=
{(
λ, r̃ λ/τ

)
: θ̃ λ/τ (τ) ∈ 2πZ + φ+ u

}
=d
{(
λ, rλ/τ

)
: λ ∈ Schφ+u

τ

}
by the uniqueness of solutions. Now if u is uniform on [0, 2π], then u + φ mod 2π is still uniform

on [0, 2π] and so Schφ+u
τ =d Sch∗τ which finishes the proof. �

Proof of Lemma 3.6. Recall that Sch∗τ = {λ : θλ/τ (τ) ∈ 2πZ + v}, where v is uniform on [0, 2π].

Integrate out v to get

E
∑

λ∈Sch∗τ

G(λ, rλ/τ ) =
1

2π
E

∫ 2π

0

du
∑

λ:θλ/τ (τ)∈2πZ+u

G(λ, rλ/τ )

=
1

2π
E

∫ ∞
−∞

du
∑

λ:θλ/τ (τ)=u

G(λ, rλ/τ ).

Now using Lemma 3.3 we have that θλ/τ (τ) is almost surely a real analytic function in λ and rλ/τ

is continuous in λ so we can apply the co-area formula and then Fubini to get

1

2π
E

∫ ∞
−∞

du
∑

λ:θλ/τ (τ)=u

G(λ, rλ) =
1

2π

∫ ∞
−∞

dλE

[
G(λ, rλ/τ )

∣∣∣∣∂θλ/τ (τ)

∂λ

∣∣∣∣] (3.8) {coarea}

From Lemma 3.3, we have that the evolution of rλ is given by

drλ(t) =
dt

4
+ Re(e−iθ

λ(t)dW).

And moreover, φλ/τ (t) = ∂θλ/τ (t)
∂λ is well defined, with SDE

dφλ/τ =
dt

τ
− Re(e−iθ

λ/τ

dW)φλ/τ

Now fix λ and notice that e−iθ
λ

dW =d dW and so rλ and φλ do not depend on λ. We drop the λ

dependence and jointly solve for r and φ to get
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rt =
t

4
+
Bt√

2

φt =
1

τ

∫ t

0

due(ru−rt).

And so by Fubini,

E

[
G(λ, rλ/τ )

∣∣∣∣∂θλ/τ (τ)

∂λ

∣∣∣∣] =
1

τ

∫ τ

0

duE
[
e(ru−rτ )G(λ, r)

]
,

Fix u ∈ [0, τ ] and for simplicity, consider the process r̃t = Bt + t/2. This is just the time change

t→ 2t. We will calculate the distribution of the path r̃ on [0, τ ] weighted by exp (r̃u − r̃τ ). In other

words if we take R to be the law of r̃ on C[0, τ ], we need to characterize the measure on C[0, τ ]

given by,

exp(ωu − ωτ )dR(ω).

By standard Girsanov theory, if we take P to be the law of Brownian motion on C[0, τ ], then

dR(ω) = exp
(
ωτ
2 −

τ
8

)
dP(ω) and so

exp(ωu − ωτ )dR(ω) = exp
(
ωu −

ωτ
2
− τ

8

)
dP(ω). (3.9)

Now if we let xu := xu(ω) be the Brownian path reflected at u, we have that the corresponding

exponential martingale of xu/2 at τ is

exp

(
xuτ
2
− [xu]τ

8

)
= exp

(
ωu −

ωτ
2
− τ

8

)
where [xu]t is the quadratic variation of xu at t. Therefore, by another application of Girsanov, if

we let fut = [xu/2, ω]t = 1
2 (u− |u− t|) , then under the measure exp(ωu − ωτ )dR(ω) on C[0, τ ] a

path ω is distributed like B+ fu where B is a standard Brownian motion. Undoing the time change

and applying Brownian scaling gives that,

E
[
e(ru−rτ )G(λ, r)

]
= E

[
G

(
λ,
B√
2

+
fu

2

)]
,

which completes the proof.

�

Proof of Lemma 3.3. We let X(λ, t) = Z−1Q(λ, t). From Equation (2.8) we have the following

stochastic differential equation for X in t,

dX(λ, t) =
1

2

((
iλ 0

0 −iλ

)
dt+

(
idB dW
dW −idB

))
X(λ, t), X(λ, 0) = Z−1.

This gives that

dX11(λ, t) =
iλ

2
X11(λ, t) dt+ iX11(λ, t)dB +X21(λ, t)dW.
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If λ ∈ R, then X(λ, t)11 = X(λ, t)21 and moreover qλ(t) = iX(λ, t)11. We fix λ ∈ R and drop it

from our notation to get

dq =
iλ

2
q dt+

1

2
(iqdB − qdW) q(0) = 1

Ito’s formula then gives that

d log q =
dq

q
− 1

2

(dq)2

q2

=
iλ

2
dt+

i

2
dB +

1

2

q

q
dW +

dt

8

Since r = 2Re ln q and θ = 2Im ln q, this yields for λ ∈ R, the following SDEs in t,

dr = Re

(
q

q
dW

)
+
dt

4
,

dθ = λdt+ dB + Im

(
q

q
dW

)
.

Noting that q
q = exp(−iθ) finishes the proof. �

4. Proof of Theorem 1.1 {LocalImpliesGlobal}

We are now in a position to prove the main theorem of the paper. We will average the local result

of Theorem 3.1 to get the more macroscopic version of the theorem. In order to do so we need to

be able to control the number of eigenvalues in an a microscopic interval (of size 1/(ρn)) around E.

We will the need the following lemma whose proof is given in Section 6.
{mom_num_evalues}

Lemma 4.1. Fix R > 0 and let ∆n(E) =
(
E − R

nρ(E) , E + R
nρ(E)

)
. Furthermore, let Nn(E) =

|Λn ∩∆n(E)| be the number of eigenvalues of Hn in ∆n(E). Then for any ε > 0,

sup
n

sup
E∈(−2+ε,2−ε)

E [Nn(E)]
3/2

<∞.

We now give the proof of Theorem 1.1.

Proof of Theorem 1.1. Take θ uniform on [0, 2π] and let ψµn ∈ M[0, 1] with density |ψµ (bntc)|2 dt.
Using Theorem 3.1 and the time change t→ τt, we have that for 0 < |E| < 2, the point process

PE,n =
{(
nρ(E)(µ− E) + θ, nψµn

)
: µ ∈ Λn

}
.

converges in law to a limiting point process Pτ .

In particular, if we fix g1 = (1− |x|)1[|x|≤1], g2 ∈ Cb(R×M[0, 1]) and let

Gn(E) :=
∑
µ∈Λn

g1

(
nρ(E)(µ− E)

)
g2 (µ,ψµn) .

Then for fixed |E| < 2, Gn(E) converges in distribution to G(E) and

EG(E) =
1

2π
Eg2

(
E,

S(τ(t− u))dt∫ 1

0
ds S(τ(s− u))

)
. (4.1) {limit_expect}

We now show that
∫
EGn(E)dρ(E) converges to

∫
EG(E)dρ(E) from which the result will follow.
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Fix ε > 0. Since supp g1 ⊂ [−1, 1], we let

Nn(E) = {µ ∈ Λn : |µ− E| ≤ 1/(nρ(E)} ,

which gives that Gn(E) ≤ ‖g1‖∞ ‖g2‖∞Nn(E). And so from Theorem 4.1,

sup
n

sup
0<|E|<2−ε

E [Gn(E)]
3/2

<∞.

Therefore Gn(E)1|E|<2−ε is uniformly integrable with respect to P × dρ. And so since Gn(E)

converges in law to G(E), we have that

lim
n→∞

∫
dρ(E)E

[
Gn(E)1[|E|<2−ε]

]
=

∫
dρ(E)E

[
G(E)1[|E|<2−ε]

]
. (4.2){average_convergence_epsilon}

Now by Fubini,∫
dρ(E)E

[
Gn(E)1[|E|<2−ε]

]
= E

∑
µ∈Λn

g2 (µ,ψµn)

∫ 2−ε

−2+ε

dρ(E)g1

(
nρ(E)(µ− E)

)
.

Fix δ > ε and let An(δ) = {µ ∈ Λn : |µ| < 2− δ}, Bn(δ) = {µ ∈ Λn : |µ| ≥ 2− δ}. We write∫
dρ(E)E

[
Gn(E)1[|E|<2−ε]

]
= E

 ∑
µ∈An(δ)

g(µ)

+ E

 ∑
µ∈Bn(δ)

g(µ)

 ,
with

g(µ) = g2 (µ,ψµn)

∫ 2−ε

−2+ε

dρ(E)g1

(
nρ(E)(µ− E)

)
,

and deal with each piece separately.

First notice that for k ∈ N, we can bound

|Bn(δ)| ≤
∑

µ∈Bn(δ)

(
µ

2− δ

)2k

≤ (2− δ)−2k
∑
µ∈Λn

µ2k,

We know (see ??) that for fixed k,

lim
n→∞

E

 1

n

∑
µ∈Λn

µ2k

 =
1

2π

∫
x2kρ(x)dx

≤ C 22k

√
k
.

Taking k = b1/δc, we have that
(
1− (δ/2)

)−2k
is bounded independent of δ. And so,

lim
n→∞

1

n
E |Bn(δ)| ≤ C

(
1− (δ/2)

)−2k

√
k

(4.3)

≤ C
√
δ (4.4){Bdelta_bound}
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Now use the second part of Lemma 7.2 to get that for µ ∈ Bn(δ),∫
dρ(E)g1

(
nρ(E)(µ− E)

)
≤ D

n
.

And along with equation (4.4) this gives

E
∑

µ∈Bn(δ)

g(µ) ≤ ‖g2‖∞
D

n
|Bn(δ)|

= O(
√
δ).

Now for n large enough if µ ∈ An(δ),∫ 2−ε

−2+ε

g1

(
nρ(x)(x− µ)

)
dρ(x) =

∫ 2

−2

g1

(
nρ(x)(x− µ)

)
dρ(x)

=
1

n

∫
g1(x) dx+ o (1/n)

=
1

n
+ o (1/n)

The first equality follows from the fact that for x ∈ [−2, 2], ρ(x) ≥ 1. And so since g1 ∈ Cc(R), we

have that |x− µ| ≤ D/n for some constant D. Since µ < 2− δ, we have that |x| < 2− ε for n large

enough. The second equality follows from Lemma 7.2. And so

E
∑

µ∈An(δ)

g(µ) =
1

n

∑
µ∈An(δ)

Eg2

(
µ,ψµ

)
+ o(1)

=
1

n

∑
µ∈Λn

Eg2

(
µ,ψµ

)
+O(

√
δ) + o(1),

with the last equality coming from equation (4.4). To sum up∫
dρ(E)E

[
Gn(E)1[|E|<2−ε]

]
=

1

n

∑
µ∈Λn

Eg2(µ,ψµ) + o(1) +O(
√
δ). (4.5) {average_average}

On the other hand,∫
dρ(E)E

[
G(E)1[|E|<2−ε]

]
=

∫
dρ(E)E [G(E)] +O(ε).

And so by equation (4.1) along with equation (4.5) and the convergence from equation (4.2) we

have that

lim
n→∞

1

n

∑
µ∈Λn

E g2

(
µ,ψµ

)
=

1

2π

∫
dρ(E)Eg2

(
E,

S(τ(t− u))dt∫ 1

0
ds S(τ(s− u))

)
+O(ε) +O(δ).

Since δ > ε was arbitrary, this completes the proof. �



14

5. Tightness {Tightness}

In this section we discuss the underlying tightness bounds we need to prove the weak convergence

in Lemma 2.1.

We will use the following notions of convergence. Let Ad denote the space of continuous functions

from C× [0, 1] to C d that are also analytic in the first variable. In other words, if f ∈ Ad, then for

every t ∈ [0, 1], f(·, t) is an analytic function from C to C d. We equip Ad with the metric

d(f, g) :=

∞∑
r=1

2−r
‖f − g‖r

1 + ‖f − g‖r
, ‖h‖r := max

(x,z)∈Dr
‖h(z, x)‖ ,

where Dr = Br × [0, 1] and Br = {w ∈ C : |w| ≤ r}. Under this metric Ad ⊂ C
(
[0, 1]× C,Cd

)
is a

complete, separable metric space.

A random function in Ad is a measurable mapping ω → f ∈ Ad from a probability space

(Ω,F , P ) to (Ad,B), where B is the Borel σ-field generated by the metric d. The law of f is the

induced probability measure ρf on (Ad,Bd). A sequence f` of random analytic functions is said to

converge in law to a random f ∈ Ad if ρf` → ρf in the usual sense of weak convergence.
{convergence_analytic_functions}

Proposition 5.1. Suppose f` is a sequence of random functions in Ad such that

(1) For every w ∈ C, the processes f`(w, ·) ∈ C
(
[0, 1],Cd

)
are tight,

(2) For every r > 0,

lim
M→∞

sup
`

P (‖f`‖r > M) = 0, (5.1){bound_tight}

(3) For each m ≥ 1 and (z, t) = ((z1, t1), (z2, t2), · · · , (zm, tm)) ∈ (C× [0, 1])
m

there is a probability

distribution ν
(z,t)
m on (Cd)m and the random vector (f`(z1, t1), f`(z2, t2), · · · , f`(zm, tm)) ∈

(
C d
)m

converges in law to νz,tm .

Then there is a random function f in Ad such that f` converges in law to f . Moreover for each

(z, t) = ((z1, t1), (z2, t2), · · · , (zm, tm)) ∈ (C× [0, 1])
m

, (f(z1, t1), f(z2, t2), · · · , f(zm, tm)) ∈ Cm has

distribution ν
(z,t)
m .

Proof. We first show that Assumptions (1) and (2) imply that the sequence f` is tight. We may

assume that each f` ∈ A1 since tightness in every coordinate function implies that the sequence is

tight.

Fix r > 0, |w|, |u| ≤ r, and take f ∈ A1. Then, by Cauchy’s integral formula,

f(w, t)− f(u, t) = Cr

∫
|z|=2r

(
f(z, t)

w − z
− f(z, t)

u− z

)
dz

= Cr

∫
|z|=2r

f(z, t)

(w − z)(u− z)
(u− w) dz

And so Jensen’s inequality along with the fact that |z − u|, |w − u| ≥ r gives that, for every t,

|f(w, t)− f(u, t)| ≤ Cr ‖f‖2r |u− w| .
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This inequality gives that for |ζ| ≤ r,

|f(u, t)− f(w, s)| ≤ Cr ‖f‖2r (|u− ζ|+ |w − ζ|) + |f(ζ, t)− f(ζ, s)| .

And so if we take any α-net Kα ⊂ Br and take δ < α/2,

sup
‖(w,t)−(u,s)‖<δ
|w|,|u|≤r

|f(w, t)− f(u, s)| ≤ 2Cr ‖f‖2r α+ max
w∈Kα

sup
|s−t|<δ

|f(w, t)− f(w, s)| . (5.2) {net_ineq}

Now fix ε > 0. Since f`(w, ·) is tight for w ∈ C, for every γ > 0 we can find a δw > 0 such that

sup
`∈N

P

(
sup
|s−t|<δ

|f`(w, t)− f`(w, s)| > ε

)
< γ.

In fact, just by adding probabilities, for any γ, α > 0 we can find a finite α-net Kα ⊂ Br and a

δα > 0 such that,

sup
`∈N

P

(
max
w∈Kα

sup
|s−t|<δα

|f`(w, t)− f`(w, s)| > ε

)
< γ. (5.3) {dense_tight}

Now fix γ > 0. Assumption (2) means that we can find an M such that P (||f`||2r > M) < γ.

Take α < ε(2MCr)
−1 and find a finite α-net Kα and a δα satisfying Equation (5.3). Finally take

δ = min(δα, α/2). Using Equation (5.2), we get that,

sup
`∈N

P

 sup
‖(w,t)−(u,s)‖<δ
|w|,|u|≤r

|f`(w, t)− f`(u, s)| ≥ 2ε

 < 2γ. (5.4)

Since ε and γ were arbritary, this inequality along with Assumption (2) and Arzelà-Ascoli gives

tightness of the sequence f` restricted to the discs Dr. And so by Prokohorov’s theorem a subse-

quence of f` restricted to Dr converges in law. By a diagonal argument, there is a subsequence f`k

such that for each integer r, the restriction of f`k to Dr converges to a random analytic function

fr on Dr. The distributions of the functions fr are consistent with respect to restricting to smaller

discs, and thus there is a random analytic function f on C × [0, 1] such that f`k → f in law with

respect to the local uniform topology. Condition (2) is strong enough to ensure that f is unique and

thus f` → f in law.

�

Proof of Theorem 2.1. We intend to apply Lemma 5.1 to Qn(w, t) := Qn,E(w, bnt/τc). We cannot

apply this directly since for any w ∈ C, the processes Qn(w, ·) are piecewise constant but not

continuous. Instead, for all w ∈ C we let Q̃n(w, ·) be the linearized version of the process Qn(w, ·).
By this we mean the function whose graph is given by the straight line between each consecutive

jump discontinuity of Qn(w, ·). Since Qn are analytic for any fixed t, Q̃n ∈ A4 . Theorem 1 of

[KVV12] gives the tightness bound (2) for Q̃n. Theorem 2 of [KVV12] and the continuous mapping

theorem gives that for fixed w ∈ C, Q̃n(w, ·) converge in law with respect to the uniform topology

and so by by Prokhorov the tightness bound (1). This theorem also gives convergence of the finite

dimensional distributions of Qn and hence those of Q̃n which is condition (3). So by Lemma 5.1 Qn
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converges in law to Q and since d(Qn, Q̃n) goes to zero in probability we get that Qn converges in

law to Q with respect to the local uniform topology.

�

6. Local Eigenvalue Estimate{LocalEvalueEstimate}

In this section we give the proof of Lemma 4.1. The moment bound on the number of eigenvalues

in a macroscopic interval follows from an application of Theorem 2.2 of [LS06].

Theorem 6.1 ([LS06]). Let µ < µ′ be consecutive eigenvalues of Hn. Then for any E ∈ (µ, µ′),

µ′ − µ ≥

(
n∑
`=1

‖Mn(E, `)‖2
)−1

. (6.1){evalue_space_lb}

{num_evalue_transfer}
Corollary 6.2. For any interval ∆ ⊂ R, let Nn(∆) := |Λn ∩∆| be the number of eigenvalues of

Hn in ∆. Then,

Nn(∆) ≤ 1 + |∆|2
∫

∆

dE

(
n∑
`=1

‖Mn(E, `)‖2
)
.

Proof. Fix n ∈ N and let τ(E) :=
∑n
`=1 ‖Mn(E, `)‖2. Take µ < µ′ ∈ ∆ consecutive eigenvalues of

Hn. Integrating equation (6.1) gives

(µ′ − µ) ≥ 1

µ′ − µ

∫ µ′

µ

dE

τ(E)

≥ 1

|∆|

∫
∆

dE

τ(E)
.

This gives a uniform lower bound on the distance between any two consecutive eigenvalues in ∆.

And so by Jensen’s inequality,

Nn(∆) ≤ 1 +

(
|∆|
/

1

|∆|

∫
∆

dE

τ(E)

)
≤ 1 + |∆|2

∫
∆

dEτ(E).

�

To prove Theorem 4.1 via Corollary 6.2 we need a moment bound on the transfer matrices.
{norm_process_bound}

Lemma 6.3. Let ‖·‖ be the Hilbert-Schmidt norm on M2×2(C). There is a continuous function f

on (−2, 2) such for every E ∈ (−2, 2),

sup
n

max
0≤`≤n

E ‖Mn(E, `)− I‖3 < f(E).

Proof. Fix E ∈ (−2, 2) and n ∈ N and recall that for 0 ≤ ` ≤ n,

Mn(E, `) = T (E − v`,n)T (E − v`−1,n) · · ·T (E − v1,n),
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with T (x) :=

(
x −1

1 0

)
and v`,n = σω`√

n
.

We will prove a bound for the process X` = T−`(E)Mn(E, `). Using the identity

T (y)T−1(x) = I +

(
0 y − x
0 0

)
,

we have that

X` = T−`T (E − v`,n)T−1T `X`−1 (6.2)

= (I − v`,nE`)X`−1, (6.3) {mtx_recursion}

where E` = T−`

(
0 1

0 0

)
T `(E).

We first show that

‖E`‖ ≤ c1(ρ(E))2, (6.4) {cE_bound}

where c1 does not depend on n or E and ρ(E) = 1/
√

1− (E/2)2. Recall that we can write T (E) =

ZDZ−1 where

D =

(
z 0

0 z

)
, Z =

iρ(E)

2

(
z z

1 1

)
, Z−1 =

(
1 −z
−1 z

)
. (6.5)

with z = E/2 + i
√

1− (E/2)2.

Using the submultiplicativity of the Hilbert-Schmidt norm along with the fact that |z| = 1 gives

that for every ` ∈ Z, ∥∥T `(E)
∥∥ ≤ 16ρ(E).

And since ‖E`‖ ≤
∥∥T `(E)

∥∥∥∥T−`(E)
∥∥, we get the bound (6.4).

Now notice that X` is a martingale with X0 = I. We use the Burkholder-Davis-Gundy inequality

along with Doob’s Decomposition to get that for 0 ≤ ` ≤ n,

Emax
k≤`
‖Xk − I‖3 ≤ c2 E

(∑̀
k=1

E
[
‖Xk −Xk−1‖2 |Fk−1

])3/2

,

Now use that Xk −Xk−1 = vkEkXk−1, the bound on Ek, and that Ev2
`,n = σ2/n to get that

Emax
k≤`
‖Xk − I‖3 = c2 E

(
c1σ

2ρ(E)2

n

∑̀
k=1

‖Xk−1‖2
)3/2

≤ c3ρ(E)3 1

n
E
∑̀
k=1

‖Xk−1‖3 ,
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with the last inequality following from Jensen. Now using the inequality ‖A+B‖p ≤ 2p(‖A‖p +

‖B‖p),

Emax
k≤`
‖Xk − I‖3 ≤

c3ρ(E)3

n

∑̀
k=1

(
E ‖Xk−1 − I‖3 + ‖I‖3

)
(6.6)

≤ c4ρ(E)3

(
1 +

S`−1

n

)
, (6.7) {max_norm_bound}

where we have set S` =
∑`
k=1 E ‖Xk − I‖3. This gives that

S` − S`−1 = E ‖X` − I‖3

≤ c4ρ(E)3

(
1 +

S`−1

n

)
,

Finally, letting R` = 1 + S`/n, we have that R` ≤ R`−1(1 + c4ρ(E)3/n), and so R` ≤ exp(cρ(E)3)

for 1 ≤ ` ≤ n. Therefore, equation (6.7) gives that

E max
0≤k≤n

‖Xk − I‖3 ≤ c4ρ(E)3Rn−1

≤ d1ρ(E)3 exp(d2ρ(E)3),

for some constants d1 and d2 that do not depend on E or n. Since Mn(E, `) = T−`(E)X`, this

finishes the proof. �

Proof of Theorem 4.1. Using Corollary 6.2 we have that

|Nn(E)− 1|3/2 ≤ max

[|∆n(E)|2
∫

∆n(E)

dx

n∑
`=1

‖Mn(E, `)‖2
]3/2

, 1

 .

Since |∆n(E)| = 2R/(ρ(E)n, we apply Jensen twice to get

E

[
|∆n(E)|2

∫
∆n(E)

dx

n∑
`=1

‖Mn(x, `)‖2
]3/2

≤ g(E)

n3
E

∫
∆n(E)

dx

n∑
`=1

‖Mn(x, `)‖3 .

Here g is continuous on (−2, 2). Now we use Fubini along with Lemma 6.3 to get that,

E

∫
∆n(E)

dx

n∑
`=1

‖Mn(x, `)‖3 ≤ R

ρ(E)
supx∈∆n(E)f(x).

Now fix ε > 0 and Iε = (−2 + ε, 2− ε). There is an N ∈ N such that for any n ≥ N if E ∈ Iε, then

∆n(E) ⊂ Iε/2. Since f is continuous on (−2, 2) this means that for n ≥ N ,

E |Nn(E)− 1|3/2 ≤ max

(
C

n3
, 1

)
�
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7. Appendix - some integrals{analytic_fact}

Theorem 7.1. Let D ([0, 1],C) be the space of cadlag functions from [0, 1] to C. Suppose the sequence

fn ∈ D ([0, 1],C) converges uniformly to f ∈ C ([0, 1],C). Then for fixed z ∈ C, |z| = 1 but z 6= 1,

lim
n→∞

∫ 1

0

fn(t)zbntcdt = 0.

Proof. Since ∣∣∣∣∫ 1

0

fn(t)zbntcdt−
∫ 1

0

f(t)zbntcdt

∣∣∣∣ ≤ ‖fn − f‖ ,
it suffices to show that for any continuous f : [0, 1]→ C,

lim
n→∞

∫ 1

0

f(t)zbntcdt = 0.

We first assume that f is simple, by which we mean that f := c1[a,b), for some constant c and

subinterval (a, b) ⊂ [0, 1]. We have that

∫ 1

0

f(t)zbntc =
c

n

bnbc∑
k=dnae

zk + o

(
1

n

)
.

Since z 6= 1,
∑N
k=0 z

k is bounded for all N ∈ N, which finishes this case. Additivity then gives the

result for any finite sum of piecewise, simple functions. And for a general f ∈ C ([0, 1],C), we can

find functions gm which are finite sums of simple functions so that

sup
n

∣∣∣∣∫ 1

0

gm(t)zbntcdt−
∫ 1

0

f(t)zbntcdt

∣∣∣∣ ≤ ∫ 1

0

|gm(t)− f(t)| dt < εm,

with εm → 0. This completes the proof. �
{rho_integral}

Lemma 7.2. Let ρ(x) = 1/
√

1− (x/2)2. Fix ε > 0 and F ∈ Cc(R). Then

sup
|µ|<2−ε

∣∣∣∣∫ F (nρ(x)(µ− x)) ρ(x)dx−
∫
F (x)dx

∣∣∣∣ = o

(
1

n

)
Proof. Suppose that suppF ⊂ [−R,R] for some R > 0. Then we can suppose |µ− x| ≤ R/n because

otherwise since ρ ≥ 1 we have that F (nρ(x)(µ − x)) = F (nρ(µ)(µ − x)) = 0. ρ is Lipschitz on any

closed subset of (−2, 2) and so for n large enough (depending only on ε) we have that

• |ρ(µ)− ρ(x)| ≤ C/n,

• |nρ(µ)(µ− x)− nρ(x)(µ− x)| ≤ RC
n .

This implies that∫
|F (nρ(x)(µ− x)) ρ(x)dx− F (nρ(x)(µ− x)) ρ(µ)dx| ≤ C

n

∫
F (nρ(x)(µ− x)) dx

≤ CR ‖F‖
n2

.
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And also that,∫
|F (nρ(x)(µ− x)) ρ(µ)dx− F (nρ(µ)(µ− x)) ρ(µ)dx| ≤ ρ(µ) sup

|x−y|≤CR/n
|F (x)− F (y)|

∫
1[|µ− x| < R/n]dx

≤ D

n
sup

|x−y|≤CR/n
|F (x)− F (y)|

= o (1/n)

since F is uniformly continuous. These two inequalities imply

sup
|µ|<2−ε

∣∣∣∣∫ F (nρ(x)(µ− x)) ρ(x)dx−
∫
F (nρ(µ)(µ− x)) ρ(µ)dx

∣∣∣∣ = o (1/n) .

And we are done since
∫
F (nρ(µ)(µ− x)) ρ(µ)dx =

∫
F (x)dx. �

Lemma 7.3. Let ρ(x) = 1/
√

1− (x/2)2 and take F ∈ Cc(R) with F ≥ 0 and F (x) < F (y) for

|x| > |y|. Then,

sup
|µ|<2

∫ 2

−2

F (nρ(x)(x− µ)) ρ(x)dx ≤ O
(

1

n

)
.

Proof. By symmetry of ρ(x), we can assume µ ≥ 0. Since ρ(x) ≥ 1, we have that |x− µ| ≤ R/n,

where suppF ⊂ [−R,R]. In particular, since µ ≥ 0, for n large enough, we have that x is bounded

away from −2 independently of µ. And so we can write

c1√
2− x

≤ ρ(x) ≤ c2√
2− x

.

The decreasing property of F gives that∫ 2

−2

F (nρ(x)(x− µ)) ρ(x)dx ≤ c2
∫ 2

−2

F

(
c1n

x− µ√
2− x

)
dx√
2− x

.

Writing γ = 2− µ and changing variables y =
√

2− x/√γ,∫ 2

−2

F

(
c1n

x− µ√
2− x

)
dx√
2− x

. =
√
γ

∫ 2/
√
γ

0

F

(
c1n
√
γ

(
1− y2

y

))
dy

≤ C ‖F‖√γ
∫ ∞

0

1
[
|y − 1/y| ≤ R/(n√γ)

]
dy.

Now fix α > 0. Notice that if 0 ≤ x ≤ 1,

|x− 1/x| ≤ 2α =⇒ x ≥
√
α2 + 1− α.

And so ∫ 1

0

1 [|x− 1/x| ≤ 2α] ≤ 1 + α−
√
α2 + 1

≤ Cα.

Similarly if x ≥ 1, then

|x− 1/x| ≤ 2α =⇒ x ≤ α+
√
α2 + 1.
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And so ∫ ∞
1

1 [|x− 1/x| ≤ 2α] ≤ α− 1 +
√
α2 + 1

≤ Cα.

Therefore

√
γ

∫ ∞
0

1
[
|x− 1/x| ≤ R/(n√γ)

]
dx ≤ C√γ R

n
√
γ

= C/n.

�
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